


COMPARISON OF THE COMPUTER

AND THE BRAIN

The evo lut ion af man carne lontl before the evo lut ion of

the cornputer-. Eut irr a sense man's brain is a computers at-l

analog computer. Through understanding digital computersr we

are beg inning to dr-aw conc }usions as to the operat ion of the

human brain. Likewiser as we better understand the human

brainr Ne can use that ktror,r, lerlno 'l-n -r6ate better computers

From our present knowledge, of both ay-eas we can cornpare the

qual i t ies of both.

The brain shaIl be examined from two per=pectives:

Cai Iatay's Brain Model and Rasrnussen's ModeI of the Hurnan

Data Processor. The cornouter shal I be con=idered as a

standard 'zon Neumann stand-alone wh ich is a f air ly cornmon

mach ine being used at the t ime of th is wr i t ing. Paral lel

processing is mentioned: dfl idea taking form in cornputers but

best uti I ized by the brain which " irnplemented" the idea

first.

In comparing two types of cornputerse in this case ar"l

analog and a digital oner the hardware shaIl be considered

first. In the Callatay Brain Modelr there are several

notable hardware features the brain has over the computer:

( 1) processing of approxirnate data, (? ) very large databaser

(3) content addressability of memoryr (4) noise eliminationr

and (5) fast response to threatening stimuli.At

Computers do not accepf5pproxirnate data. CaI latay says



,l

that serrsations front the outside world are fuzzy; and

therefore cannot be processed by computers. This idea, he

saysr rnay cBme f rom c lassical prclgrarnming: business computer-s

are prograrnrned to prevent errors that f uzzy data frequent 1y

produce. In additiono he says the followirrg:

Sophisticated pattern recognition prograrns can

arralyze and c Iassif y data but they need cc,mp lex

rnathernat ical algor i thms processed by powerful

ar i thrnet ic pretressors. Approx irnate data are rrot

analyzed at the machine code Ievelr except for

patter-n recogt'ti t ion by analog hardware. The

processing of fuzzy data rnust be built into the

brain.AE

The br-ain is also super-ior- to the cornputer- in that it

has a very large database. Nhen one reads a book, he

memorizes thousands of etrisodes. This rate of rnemorizatiorr

remains the sarne throughout one's l if et irne. Cornmon sense in

humang is due to man's large and easi ly accessible rnemory.

Cal latay says that a hurnan rnernory can contain b i I l ions of

relations: rnany rnore than there are in at'ry computer's dj.rect

access storage.A3

The brain's database is an additive database. The

central rnemory is not rnodifiable. New information i.s

recorded without modifying previous memories. CaI latay

states that in the br-ain model no operat ion can erase

ex ist ing informat ion. Flence the database i= cal 1ed add i t ive.



Unlike Iclgic prograrnming which has "garbage collectors" to

rec laim released rnernor ies, the brain has no such need to do

any "house cleaning." Perhaps this is due to its very large

size:

fhe number of potential connections in rnan is

computed as foIIows: There are about 1O 1O neurons

irr the cerebrumr one third of which are spiny cel ls

with an average of IOrOOO spinesr therefore there

ar-e about 3.1O l3 poterrtial pointers in the brain.

But no rnore than I to 6% af these soines can be

used to Brevent excegsive confusion. Thus rnan has

10 lE pointers. As he is awake and active during

3.10 9 seconds durinq his lifetimeo he can add

about IOOO pointers per second. In the modelr

these connections are irreversible and ar-e

transforrned at once frorn a disconnected state to a

ful I conduct ion state. A4

The brain with its content addressabitity of rnemory

r-etr- ieves inf ormat ion very quick 1y in compar ison wi th a

cornputer. That is to say that the brain's access t ime is

shorter than that of a computer rnemclry. Large arnounts of

data such as in a scene rnay be recognized at a glance. Sortr

merge r and y-eorgani zat ion algor i thrns at-e not appropr iate to

the brain. "Content addressability seerns to be a prirritive

f eature of trrain hardtvare" . A5

Regarding noiser for a rnachine the old saying goes:



"Garbage i no garbage out. " Noise

pattern recognition in man than in

ig less apt to hinder

computer. Cal Iatay says

zation makirrg it possiblethere must be sorne hardware orcanr

to discard irrelevant data.A6

Finallyr the brain demonstrates that it is a faEt

processor- in its ability to rnake a faEt' intellegent response

urhen threatened. The response time is typically about 3OOms

whatever the type of input. CaIlatay surmises that the brain

does not iterate:

During reatrtion time' very few sequential

instructions can be executed in the brain: whatever

stirnulus is presented. Erain prograrns have f ixed

durations: whatever the sensation. Therefore the

brain doeg not iterate. It uses other

algorithms and other hardware.AT

The brain has many features not found in computerss but

there are sorne computer design pr inc ip Ies missing in the

brain: nr.imbersr ar-l arithrnetic proc€ssor; a Iogical unit r and

other features.

CaI Iatay states that ce11 irregular i t ies rnake i t

unlikely that a harware address (a number) can enable each

neuron. Because there is no addressing schemer indexed

arrays cannot exist. "Physical symbolsr not structured

numbersr are directly represented in the brain."AB The

brain has no arithmetic processor. "A highly ordered adding

rnachine cannot be bui 1t with loosely connected



neuFons. Doing arithmetic requires a complexe Iearnedr

consciou= behavior. "A9

Natural construction does not aIlow for the desiqn of a

log i.c uni t r inherent in any cornputat ion. A1O

The cornputer has f ast instruct i.on. The swi tch ing t ime

of comprrter circuits is in the nanosecondsi the shortest

interval between two imoulses in a neuron is about 1 to 3 rns.

Callatay says that the brain must use parallelism to solve

recclgnitiorr problems faster than cornputers.All

The brain Iacks reqisters for data or addresses.

Register= represent the state of the micr-opr-ocessclr. The

brain has no need to store addresses. "In the brdinr

addresses in registers ar-e replaced by Iocal activations

d irect 1y in the rnernory cel I . "ALe

The cornputer has stages i n memory. FaEtest access i rr

the computers on-board rnernory . Nex t f astest access wou 1d be

a fixed disk. Slower still is a diskette drive or a CD ROM.

To process rare inf orrnat ion r data must be rnoved to rnernory

f irst. "One cheap br-ain device replaces al l these

systems. "A13

Computer rnemory algo differs from brain rnernory in that:

unlike the brain's additive databaser cornFuter memory can be

overwr i tten. To simulate the brain's fnerilor! r a ve,r-y r very

large computer memory would be needed as no memory is

intended to be reused:

A tirite to rnemory is not a sinrple irrstruction.

First the cornputer- has to f ind an empty space.



Then it must detach it from the Iist of avaitabre

spaces. Then it adds a knowledge network noder

using mirocodes or subprograrns (Lisp does this).
object oriented programming languages write objects

of any size. In the brain rnodel as in appl icative

Prografns I no operat i on can erase ex i st i ng

inforrnat ion. Hence the database is cal Ied

additive.Al4

Finally: computers are in theory blessed with
circuits. computers never rnake undetected errors
to callatay because software nrethod assumes this.
however; dre not so re1iable.613

reI iable

accord i ng

Neurons I

The next step is to compare how the two very different
hardware are programmed. The brain's programrning is known as

behavior while the computer's prograrnrning is pure 1ogic.
The brain generates self-learned rules of behavior

callatay responds to objections to this automatic rearning.
First' he affirms that a selective system defined in the
theory of evolution explains the diversity of man's

knowledge- He says that it refers to an organism having rnany

potential devices. This is opposed to an instructive system

where the context creates new functions. callatay expounds

on his brain model "s selectivity:

The brain model may be called selectiver dS

the environment selects some of the potential
connectiong (spines) for storing knowledge. This



network orugt i.nclude the ability to learn any

Ianguage (MarshaI I r 1980) . This is not a problern

from a rnathernatical point of view. To learn one

Ianguager the brain has to select one million of

pointers from among 3.1O 13 potential connections.

Learning time and the possibi1ity of the confusion

of tongues I imi.ts the nurnber of languages which can

be Iearned.Al6

Secondr he says that although the variety af the world

is such that the condition of a rule uliII probably never be

r-epeatedr the probability of t-epetitiorr can be computed for

processing in each of the distributed feature detectors and

for classifiers with fuzzy pattern recegnition. He goes on

to say that IocaI repetitions are cornputabler because the

model preverrts the trreat ion of rnore than a few mi l l iorr

categorized results. "Classifiers rnay be designed for a

q iverr r-epet i t ion f'requency ." 4L7

Although it has been stated that no system can know a

priori which data mr-rst be selected from nurner-ous ir-relevant

inforrnationr CaI Iatay says that the brain is able to sif t the

relevant data:

Relevant data irr the above context is sensory

inforrnation whi.ch could chanqe the outcome of the

act ion. Data mav be r-elevant f or or're r-ule and not

for another. Relevant inforrnation is hidden among

mani fo ld sensory data. One can assume a natur-al



grouping of related features in the brainr reducing

data by gener-ic selectionr e.g. ar-rn serlsory data

are I inke,d to arrn cornrnands.418

Cal Iatay then explains three brain mechanisms to isolate

relevant clusters. ( 1) Manv unnoticed events are rnemorized.

A conditional refle>r nray be set by a stimulus l-rever-

consciously noticed. (e) Data is redundantly recorded. hlhen

a type of behavior rule is fr-equerrtly r-epeatedr thls most

relevant rule acquires a larger weight for the decision

process. (3) Rules based ol'r irrelevant data have rnore of a

chance of beinq unsuccessful. Irrelevant inforrnation is

gradual ly f i l tered out by a hab i tuat ion rnechanism equivalent

to suppression.6l9

t^lith the above learning rnechanism alone the br-airr cannot

find the best sequence of actions for acheiving a given goal;

howeverr CaIlatay stateE that although a successful senrrFnrF

will be repeatedr there is the possibility of finding a

better seguence through the random generator required for

J.earning by trai I and error. AeO

The tr ial by error method of Iearning alorre is too slow

to explain the speed of human performance. Callatay points

out sorne relevant brain model f eatures:

My rnodel cannotr in its present stater implernent

all of Piaget's inrprovementsr but it tran already

classify datal repeat successful action s€euencesl

avoid repetitive behaviorr find the rnost evri*irrn



and rewardinq actionr switch behavior: and Eolve

goal directed problems. This rnethod is far frorn a

simp 1e tr ia1 and error procedure: the rnethod is to

learn from experlencer but with trials cleverl'r,

manaqed . A? L

The computer does not " learn" autornatical ly i t must be

taught from the outside exactly what it should do.

Programnring for cornputers is done with logic programs.

Logic programs are not understood by the brain (directly).

The brain has no rnicroprocessors hence Iogic pr-ograms cannot

be processed there. MicroprocesEOrs and arithmetic Iogic

units (ALU) do not seern to exist in nature accordinq to

CaI 1atay. Aee

These logic prograrnst however; car-r fall when there at-e

processor or- sof tr/'rare errors. Large programs (especiai Iy a

a brain beha'rior simulat ion program) ar-e very hard to debug i

operating systernsr for exampler are known for being buggy.

Callatay says that in his brain modelr a failure is followed

by a fast restart procedure with a simple recovery:

This fast restar-t is ar'r advantaqe of using a

historical database. In addition' the breadth-

f irgt search of logic programmirrg suggests var ious

al ternat ives in para11el to cont i.nue the behavior:

an avai lable alternative pr-events a hang-out

fo I Iowed by a recovery . Ae3



At th is po i nt i t shr:uld be appar-ent ther-e are geveral

differences between the cornFuter and the brain. Horqever r ttre

brain carr be modeled as a type of computer and car-r be used to

def ine a better type of cornputer. Rasrnussen consider= the

case of the human aE a data processor while Callatay suggests

a better form of corntruter.

RasmursEen's rnodel of the human ooerator in a control

systern shows the operator receiving inforrnat ion and

instructionsl proce5sing r dnd taking actions. As the

trornputer is only useful in a certain environrnent r the human

ancl his brain are considered in a useful errvir-orrrnent' aIEe.

The operator is shown to have four features, ( 1) j.nforrnation

prrJC€ss€S1 (a) goals and intentionsr (3) rnodels & stategiese

and (4) oerformance criteria.A?4

Rasmt:ssen divides the hurnan data processor into two

pracesEorE: the subconscious processor and the conscioug

Flrocessor. According te Rasmussenr the subconscious

processor must possess an efficient internal dynamic world

rnodel to account for several featur-es of hurnarr beha'u ior:

In f ami l iar situationsr cornplex and precise

Eequences of actions can be released by simple cues

and performed at a pace too fast for simple sensory

feed- back control. Furthermor-€r hucran attention is

very selective. The operator is not constantly

Ecannirrg the environment in order to obtain

informationi generally he/she predicts very well

when and where irr the errvironrnent changes rrray rnake



observationE nEC€ssdrlr i.e. operators have

"process*feel " (Bainbridge, l97qb) .Aes

This dynamic world model is formed by extracting and storing

dynaniic patterns fr-om the input infor-nration and stores a

time-space representation of the behavior of the environrnent.

aa6

In close communication with the interrraL r,vor-Id nrodel is

a mis-match detection systern which alerts the conscious

processor if there is deviation in the environment with the

oredictions of the internal world model.Ae7

The perceptive system provides the infornration input

which sifts the hicher leveI features frorn the data received

f rom the envi.ronment. Rasmussen ccnrments that oaral lel

processinq is involved:

The necessary feature extraction in the perceptive

system appears to rely upon parallel processing in

a preconditioned high capacity networ-kr and its

efficiency depends upon sitnultaneous presence of

i tems of informat ion wh ich are correlated wi th r ar'rd

can be structured in terms ofr farniliar time-space

patterns.AEB

l-he inrrnediate goal and intention is necessai-y to make

proper use of the dynarnic world model for a given job

assignrnent. According to Rasmussetrr in real-Iife work

situations a large degree of freedorn is left to the human



even thaugh the overall goal is stated ulranrlguously. Thusr

sub .ject ive perf ormance cr i ter ia and errot ional pref erences are

irnportant factors in the use of the internal wor1d model.Aaq

The ro le of the, consc ious Drocessor rzar ies. I t

trassively monitor-s the subconscious pr-ocessor during r-outine

tasks and actively bridges mismatches of the subconscious

protr€ssor- 1 swi tch ing the subconsc iouE pr-oceEEorE state r

following interrupts caused by Iess familiar situations.

The conscious pr-oces=or is also able to perform problem

solving by evaluating alternatives and making decisions and

plans based on prediction.A3O

Callatay appears to be on the same track as Rasrnussen

except he is corning fr-om the cornputer perEpective. ["lher-eas

Rasrnussen is model ing the brain as the hurnan data proc€ssor e

Callatay is denronstrating that a database machine is safer

for parallelisrn: an important feature believed to be used in

the brain. He asserts that one processor can only process

one item at a time such as one might explore paths in a maze.

Marry processors in an abstract space can explore mal'ly

i.ndependent categor ies simul taneously. " In a database

machines thi"s happerrs as one unitr ds cotrtr-adictions concern

one category and knowledge of one category is concentrated in

one knowledge node: pal-al Iel ism iE =afe' because exceptions

can be discovered and stopped."A3l

In conclusionr by comparing the function of the brain to

that of the cornouter we can see that each has i ts own

abilities and limitation=. The brain i= not prepared to be a



rna=si.re eff icient number cruncher; and the comButer is not

re.rriv tn r-enl36E, the brain'= abilitie= grrrh Fq imrnr-I gg\J, vg rtllsljE

y-r.rnnnitinn anr'l .ielf -nrnnr;amminn- Thr- hr:in r^ri I I nrnl-rrhlr,ts'-:5F-'U

c-clr-rtinue to evolve as it becomes more l-r ighly educated, t"rhi Ie

the computer =halI evolve as it is rmproved by those highly

erjucated mirrds.



A1 Armand de

Intr-l I enp'nce" (trlew:t':::::::.'-',::

A1l Callatayr

ale Ibid.

413 Ibid.

All+ f-:l lrf :rz.\. ve/ 2

415 Callatayr

416 Callatayr

AL7 Ca I I atay r

a1B Ibid.

419 Ibi.d.

eao Cal lata;,:

ael Ibid.

Aee CaI latay r

Ae Ca I latay r

A? f.rl l:1-:rz.

A4 Ual l atay r

oJ Ldtl6uqyt

A I YL: Jda) lL,rll.

a7 Ibi"d.

AB llallatayr p. 113.

a9 Ibid.

a1o Ibid.

lrlo t es

Cal Iatay r Ngtuial and

York: Elsevier Science:

ptr. 74, 115.

n 115

n '73
P.

- t 1riP.

1986)' p. 115.

Artificial

p. 11.4.

n '7'7

n 11lL

n9O

?e.

ae3 Ib id .

AP4 Jens Rasmussent

7L

"The llunran as a Sy'stenrs Cornpor'lE11 t "



i n Human -Illgf ag!-iqn w!!h Cornputers r ed . H. T . 5m i th and T.

R. G. Green (New York: Acadernic Press: 19BO), B. 69.

Ae5 Rasmu=senr p. 70.

6e6 Ib id.

Ae7 Rasmussenl p. 73.

AeE Rasmussenr p. 7?.

Ae9 Rasmussenl pp. 7?-73.

A3O Rasmussene p. ?3.

t31 Callatay, pp. 7A-79.



Bib ] iography

Berkeley: Edmurnd C. 9ytEa.!rg LogLt e!d !llel!cge1! [eq.htne=.

New York: Guinn' 1961.

Bowden o B. V. Fagter than I[qUShlr_ New Yor k : P i trnan t 1964 .

de Callatay; Ar-rnond M. NalCrA! Atd Atlrlrq1C! Lllelleqetgq.
[\ew Yni- l'. : I I se.z i er Sc i ence ' 1986 .

Rasrnussenr Jen=. "The Human as a Systems Component." in

i.lUret l_l!efAc!rS.! Bt!b QgnAUtets. Ed. H. T. Smith and

1. R. G. Gr-een. Neu.r York: Academic Press' 1980.

tt
:t


